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ISPASS’20

ACM TACO

CPU GPU

vs

Result: There is no clear winner

ESWEEK CASES’20 + IEEE TCAD 2021

Method: New game-theory

based scheduling

algorithm

Result: 17% speedup for

vision workloads

Elsevier JSA’21

Survey and characterization of CNNs

• Sparsity

• Ineffectuality

• Dataflows

• Challenges

• Current trends

• Future work

Best CPU+GPU 

architecture

Best CNN

architecture

WACV’22

Method: Schedule stereo vision

tasks by predicting the best

architecture for an image-pair. 

Problem: Given the performance/power on a CPU,

predict the performance/power on a GPU.

VLSID’21

ACM Trans. on CPS

Problem: Find the most 

optimal setting of hyper

parameters: UAV + vision sys.

Method: Convert optimization

problem to an equivalent game
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where i, and j are the applications in a bag

Irregular behavior 

across workloads 

due to contention

           

          

       
          

                

            
         

               
           

            
                

             
                       

           

           
                

       

           
            

      
         

           
           

Higher data reuse => less energy consumption

Higher PE utilization => higher performance

Original Kitti Augmented Kitti
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Auction theory is the choice

Create phase 

table: phase-to-

core mapping

Auction core c among 

the threads in its wait 

queue

Predict the next phase for 

thread t & enqueue it in 

the appropriate wait 

queue

Is scheduling

quantum of 

thread t on 

core c

exhausted?

Schedule 

thread t on 

core c
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Pattern Table

HW Scheduler
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Power Pred.
Perf. Pred.

Dimensions of the search space

Number of samples

Step size

Obstacle avoidance distance

Env. Param.-> No. of obstacles

Perception Planning

Big 

core

GPU
Little 

core

GPU

Obstacle 

detection

Non-linear optimization problems take a prohibitive 

amount of time to converge. Convert to a game

Variables

Players

Optimization 
objective

Payoffs

10-100 X times faster

Time to solve the optimization problem 

using IPOPT solver: 0.4-0.9 seconds

Time to solve the game theory problem 

using Gambit: 0.05 seconds

Most autonomous systems 

require real-time operations (less 

than 100 ms)

Network phase –

offloaded to cloud

Exploit the phases behavior in 

vision workloads

Concurrent execution

Use fairness to 

quantify contention 

and predict
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Ensemble-

based system 

for high 

accuracy

CNN-based 

systems are 

dangerous 

for self-

driving

Tunable parameters

Heterogeneity and Diversity of vision algorithms and architecture


